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Abstract — This paper presents an approach for designing
digital CMOS layered self-timed interfaces. Each layered
interface consists of a region containing m optimizable
transmitter-receiver pairs such that transmission channel i
is characterized by the 3-vector attribute x;={Ry, C,,
1}. . A layer is sized by minimizing a hybrid cost i
subject to one or more constraint functions selected from a
menu. This approach specifically treats 2-Cycle bundled
data protocols but can be generalized to other asynchro-
nous signalling schemes as well as synchronous data trans-
mission. The design paradigm is illustrated by solving a
nonlinear constrained optimization problem which ade-
quatély accounts for the effect of wire inductance on signal
delay. Therefore, the proposed unified approach utilizes
numerical optimization of communication channels as a
precursor to time consuming circuit simulation, thus
achieving an appreciable speed up in the overall design
task.

1. Introduction

One of the difficult problems facing self-timed circuit
design is preserving the bundling constraint between

data wires and their corresponding request wire [1][2].

The data bus and the associated request signal form a
bundle such that their sequence of events are pre-
served in-spite of communication delays [3] [4]. The
transitions on the data wires observed by the receiver
must precede the corresponding transition on the re-
quest wire to maintain integrity of data transfer.

Figure 1 depicts that the bundled data events, indi-
cated as, ©, precede the corresponding request event,
®. D enforce this bundling constraint, the current in-
clination of circuit designers is to make the circuit
adapt (slow down) by adding buffer or register delays
into the request signal’s path [2] [3]. This approach is
justified for circuits where fast design turnaround is of
prime interest and sufficient modeling information of
the transmission line effects not available. However,
for future high performance sub-micron VLSI circuits
with sub-nanosecond switching times, the interface
between transmitter and receiver will require more ac-
curate modeling and analysis techniques. In the gen-
eral case where clustering self-timed modules is not
feasible, it becomes necessary to pay special attention
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to the bundling constraint. This paper addresses the
bundling constraint in several steps. Section 2 de-
scribes a unified design approach where we propose an
optimization taxonomy. Section 3 applies this ap-
proach to wide bus 2-Cycle self-timed interfaces. Sec-
tion 4 discusses our results and future work.
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Figure 1: Sequence of events for self-timed 2-Cycle
bundled data mgnallingwl‘he_ Request and Data events are
expected to maintain their sequence of occurrence as they
travel from transmitter to receiver regardless of physical
placement. )

2. A Unified Design Approach

As custom and semicustom CMOS chips are miniatur-
ized to attain faster switching times, issues that were
important in high-end designs gain importance in all
digital systems, both high and low end. The advent of
large-area superchips and multichip package sub-
strates with dense thin film wires are proving that chips
are becoming like boards and boards like chips
[5]- This implies that on—chip and chip-to—chip signal
distribution will need a unified design approach whose
underlying models account for RC delay as well as
transmission line effects. To this effect we have devel-
oped a unified design approach for layered self-timed
interfaces based on the telegraph equation with under-
lying models representing the RC delay domain as well
as the transmission line delay domain.



2.1 Definition of Layered Self-Timed Interfaces

A simplified view of a layered interface is defined in
Figure 2a. The underlying concept implies that the re-
gions containing the interconnect wires can be opti-
mized during the design phase. These layers can be
sized as a function of the driver active impedancesrela-
tive to the interconnect passive impedances. Figure
2b depicts the correspondence between electrical and
geometrical parameters.
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Figure 2a: Conceptual diagram which depicts layered inter-
faces between processing elements.
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Figure 2b: Electrical and geometrical parameter correspon-
dences for the layered elements.

Figure 3 depicts a more detailed view of the layered in-
terface environment along with the designable param-
eters R, C,, and / for each data channel. The event-
driven FIFOs and the C elements are similar to those
described in [2]

2.2 Analytical Approach

The design approach consists of modeling the
interconnect wires as uniform RLC sections and
solving the telegraph equation to obtain the following
empirical solution in two distinct time domains [6]
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Tp is the time-of—flight of the signal from transmitter
to receiver if it were to travel distance / at the speed of
light in the medium.

Accordingto[6], |y| = 1.1for the following parameter
ranges; wire length / in the range [500wn, 50,000,
wire width W in the range [0.1wn, 10wn), driver’s
output resistance R, in the range [200Q, 4KQ], and
wire resistivity p in the range [2x10-8Q-m,
5x10-5Q-m]. For the above parameter ranges, it has
been verified in [6] that the approximation of T, can be
used to predict delays within an error of 15% compared
to the numerical results based on the analytical
solutions of the telegraph equation.

{Ro,1,C¢} € Data Channel,
¢
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Figure 3: Anillustration of a layered 2-Cycle self-timed in-
terface. This interface is representative of simple adjacent
sender-receiver blocks. The constraint trequest— tasta = tsetup
must be satisfied at all times for safe data transfer.

2.3 Circuit Model and Electrical Performance of In-
terconnection

Figure 4 illustrates a microstrip cross section along

with the circuit and interconnection models used in

our analysis.

The driver’s output impedance R, specified at the
maximum drain conductance point [8] is given by

Ro = (Woﬂcox(VDD - V)~ 1L0 (3)



where Wo, u, Cox, and L, are the driver’s effective
channel width, carrier mobility, gate oxide capaci-
tance, and effective channel length respectively.
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Figure 4: A microstrip on a silicon substrate along with the
circuit and interconnection models used during analysis.
The wire impedances, R, L, and C are given in units per mi-
cron.
Furthermore, Cg is related to the receiver’s geometri-
cal dimensions by

Cs = CongLg (4)
where Cg, Wy, and Ly are the receiver’s input gate ca-

pacitance, channel width, and channel length respec-
tively.

For a microstrip on a semiconductor such as silicon, the
relationships we used (assuming that the skin effect is

negligible) are [5] [6]

For h=tyuttg

27€ o€,
C=—rriafo
ln(s:‘,,“+x ®
L=—s rR=Z ; /L/C
o “Wa ' Zo=VL/C
&+l -1 10h \-1/2
= & (1,202
T T2 (+ W

where ¢ is the dielectric constant of silicon dioxide, v,
isthe speed of light in silicon dioxide, p is the resistivity
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of the wire material, and Z, is the wire’s characteristic
impedance.

We modeled R, as a function of W, in equation (3) for
values of W, up to 200um using the MOSIS 2 um
CMOS process. Then we simulated the device behav-
ior in response to a fast input pulse as illustrated in Fig-
ure 4, where the wire is modeled as a distributed RLC
transmission line. In the simulation, the wire length
varied between 100um and S5cm while the values of R,
and Cy were fixed at 2000 and 100ff respectively. The
results are plotted in Figure 5 with the empirical rela-
tionships listed in the previous section from [6]
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Figure 5: Comparison of the empirical result found in [6]
with a SPICE simulation of the circuit model shown in Fig-
ure 4 for Ro = 200 Q and C; = 100 ff.

As can be seen from Figure 5, the RC delay domain is
dominant for most of the wire lengths. However, for
the particular microstrip we considered (
W=d=t,=1um, t5;=200um ) and the above driver
and receiver impedance values, one observes a
transition from TL to RC domains at a wire length of
2875um. This transition between domains will be
further analyzed in the next section.

2.4 Optimization Taxonomy

We propose an optimization taxonomy for layered
self-timed interfaces. The taxonomy stems from the
classical matching condition between the impedances
of the transmitter, channel, and receiver. This is speci-
fied as '

YeZo = 2Ro + LRI ©)

This proposed taxonomy is depicted in Figure 6 for the
condition where Cg = 100 ff. The taxonomy encour-
ages layer size (i. e 0) selections that satisfy the RC
delay domain. Of prime interest is finding appropriate
values of / which facilitate the simplest lumped inter-
connection model selection for ease of delay analy-
sis.The optimization taxonomy differentiates between



RC and TL delay domains by guiding the designer to-
wards the RC delay domain and finding an optimum

x={R,, Cg, 1}.
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Figure 6: The proposed optimization taxonomy for optimiz-
ing layered self-timed interfaces. This taxonomy encour-
ages RC analysis whenever possible because it is much sim-
pler and less time consuming than that of transmission lines.

This intermediate numerical ogtimization step also
represents a formal technique for optimal intercon-
nect model selections from those accurately tabulated
in[7][8][9]. Thisapproach can be typically applied af-
ter a thorough architectural design study [10] and be-
fore launching the circuit design phase.

3. Numerical Optimization

A hybrid cost function, F(x), was chosen to illustrate

the unified design approach. The constraint functions,

¢(x), were selected from a menu listed in Table L. ¢(x)
- are circuit-specific design constraints dependent on

the real n-vector designable parameters, x = {x1,x2, ...,

Xn}. We can therefore, compactly express our nonlin-

ear constrained design optimization problem as

minimize  F(x)
x ER"
subjectto  ¢(x) =0, j=1,2,.....m";
c(x) 2 0, j=m'+1,2,....,m;
In particular,

F(x) =gt M(WYCfp - rrc) (7)

The first component, T4 in the above cost function is
the delay in the bundle. The second component,
(TYLTp - Tre), refers to the distance of the chosen in-
terconnect parameters from the RC delay domain
which was defined in section 2.2. The parameter, M,
defines the relative importance the designer places be-
tween circuit speed and the attractiveness to staying in
the RC delay domain. The Tq component may cause a
parameter choice which requires transmission line
analysis, thus slowing down design time. On the other
hand, the latter ('n'yg’rp - Trc) component will tend to
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keep all parameters in the RC delay region, thus slow-
ing down the circuit speed.

With this philosophy in mind, optimization was done
with a number of values of M. To keep the optimization
conditions identical to the spice simulations, R, and Cy
were kept constant and optimization was done over the
single parameter, 1, effectively converting this into a
one dimensional optimization problem. For these con-
ditions, with the constraints shown in Table 1, the val-
ues of “optimal” wire length obtained are shown in
Figure 7.

Table I

Constraint function menu for the
optimization of self-timed layered interfaces

C . . .
0.2 s ?f <2 (receiver-wire constraint)
0.2 < % <2 (transmitter-wire constraint)

Rl . .
0.2 < Z <2 (wire-Zo constraint)

0

RO . .

0.2 < z <2 (transmitter-Zo constraint)

0
(Cg+COVE,

. < 0.25 (dynamic power constraint)
d

As can be seen, when the importance of “being in the
RC delay domain” is increased (by increasing M in the
cost function), the wire length returned as the optimal
for that cost function is seen to increase. This happens
for increasing M, till the value of / is constrained by one
of the other bounds in Table 1. Conversely, when M is
reduced this corresponds to more weightage being
given by the designer to minimizing the delay, than to
modeling the interface in the RC domain. In such
conditions, the ”optimal” wire length returned is lower
and keeps reducing with reducing M until it is
constrained by one of the other bound of Table 1.

4. Conclusions and Discussion

It is apparent that for more than one parameter being
under the control of the designer, the search for an op-
timal set of circuit and layout values is a very complex
procedure. Optimization techniques aided by good
models, will greatly speed up the design time and re-
duce the number of circuit simulations a designer has
to perform before reaching the optimum design.

The long term intentions of our research is to investi-
gate optimization strategies for layered (i.e., overlap-
ping equipotential regions) self-timed interfaces with-
in IC systems. The findings of this paper complements
the research reported in [10] by using analytical tools



whose underlying physical models adequately repre-
sent interconnection signal propagation delay.
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Figure 7: .An illustration of the RC and TL delay domains
in the design. (a)shows the behaviour of the delay as a func-
tion of the wire length. (b) shows the two domains, RC and
TL for the smaller range of wire length values. (c)shows the
optimal wire length returned by the optimization module
for various values of M. As the value of M is increased the
optimized wire length is seen to increase and the design goes
from the TL domain to the RC domain.

The optimization taxonomy we are proposing can be
useful for VLSI performance driven place and routing.
‘This will allow for rapid prototyping of IC systems by

utilizing the less time consuming RC domain delay es-
timation. '
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