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Abstract— In this paper a bundled self-timed simulta-
neous bidirectional signalling protocol is used to re-
move the clock dependency and minimize latency in the
communication network of array processor. The use of
the same data bus for bidirectional data transfer
effectively doubles the I/O bandwidth of such a commu-
nication network. This also permits making the input
data transfer cycles independent of the output data
transfer cycles, thus decoupling the data and result
waves in a wavefront array processor. As a vehicle to
demonstrate the merit of this protocol and to compare it
to the more conventional WAP protocols, we describe
the design of a two dimensional array processing
structure for matrix multiplication using such a proto-
col. A computation element based on a bit—serial
multiplier accumulator is chosen with a data dependent
computation time. This permits the design of an array
where neither the computation nor the communication
speeds are bound by any clock speeds. It is shown that
such an approach reduces the latency of the array
structure without increasing I/O pin count.

1. INTRODUCTION

Two approaches have been proposed for the design of
computational arrays [1]. The first is the systolic approach
which makes use of the global clock’s regularity to
compute and communicate synchronously. However,
problems like global synchronization led to the
development of the second approach namely, wavefront
array based processing (WAP), where computation
depends on data arrival, thus creating a globally
asynchronous system. This approach substituted the timing
constraint on the interprocessor communication network
with a sequencing constraint, wherein the communication
network needs to only maintain a correct sequence of data
and need not step in synchronization with any global clock.

However, even in this asynchronous array structure, there
is a certain overhead involved in the data flow, with the
transfer of data from one processor to another being ruled
by an asynchronous transfer protocol and dependence on
local clocks, unlike self-timed protocols [3]. Furthermore,
the unidirectional bus structure also constrains the
communication network to schedule the result output in
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sequence with the input data since they are both using the
same unidirectional network.

In section 2, we describe a self-timed interface and
compare it to the conventional WAP interface. We show
the dependence of the WAP handshaking logic on the local
clock and the absence of any such dependence in the
self-timed logic. In section 3, we describe the application
of this bidirectional interface to an elementary matrix
multiplier array.

Figure 1a: Conventional interprocessor block handshaking
circuit. Nodes Req and Ack correspond to transitions 2 and 3
respectively in Figure 1b.

II. INTERPROCESSOR COMMUNICATION

2.1 Description of WAP Interface

Figure 1a shows a typical neighboring interprocessor I/O
communication interface used in a wavefront array proces-
sor system [1]. In this case, though the interprocessor
communication is not dependent on any global clock it
does depend on the local clocks of the two processors.
Thus, in the case of data from the processors being ready
much faster than the communication bandwidth of this
interface, the speed of data transfer is constrained by the
latching times shown in Figure 1b as the time interval
between transition 2 and transition 3. This time interval, T,;
consists of several delay factors. The superscript index on



the delay symbol, T, denotes that the associated delay is
triggered off a corresponding indexed clock edge
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where 1}, is the JK flip flop delay in PE1, 117 is the phase
difference between clock1 and clock2, 7} is the JK flip
flop delay in PE2, and 7, is the propagation delay along the
acknowledge line originating from processor 2. Essential-
ly, T, consists of the cumulative addition of at least one
clock] period, the clock1 to clock2 phase difference, half a
clock2 period, and the propagation delay of the acknowl-
edge signal.

2.2 Description of Proposed Interface

Figure 2a depicts the self-timed simultaneous bidirection-
al /O circuit utilized by two processors communicating
simultaneously via a common data bus where each wire
carries superposed encoded descrete signals traveling in
opposite directions [3). For each transaction the sender
transmits new data followed by a transition on the Request
line. Each transaction is initiated by a transition on the
Acknowled(fc line and assures data stability when both the
Request and Acknowledge controls are in opposite phases.
The two main building blocks, the receiver and the
transmitter, will be described.

Transmitter Block : This block consists an event—driven
storage element controlled by a Muller C—element similar
to those in [S] and [6] whose outputs go to current drivers
where impedance matching occurs. Digital data is accepted
from the left or right sides which can be synchronous
interfaces possibly having a stretchable clock as described
in [7]. The current drivers and active termination devices
serve to maitch the transmission lines depicted in Fig-
ure 2a, If the delay times are 1, and T, for the data and

request signals respectively, then the condition, 7, < 7,
must hold (bundling constraint).

Receiver Block : The receiver block contains a sense
amplifier which decodes the signals received from the
other end as shown in Figure 2a. The digital outputs of
these latched amplifiers are stored in the event—driven
registers.

N |
=14 3
0\ F
| 7 | ™ ]
Shounuhouut
k2
e First Transaction P Second Transaction ot
¢ e g

Figure 1b: The time interval between transitions 2 and 3 are dic-
tated by the clock rates inside each of processors 1 and 2.

This receiver—transmitter pair can be configured in two
dimensions and can be extended to n-bit wide buses. The
inclusion of a 3—input C—¢lement, as shown in Figure 2a,
ensures correct dataflow scheduling in both dimensions.

Actypical data transfer cycle with such an interface is shown
in Figure 2b. Here, the time interval between transition 2

T o g G e B =
( | Tri-level current drivers PE_2 I
ot ? 4 \ |
o =S
FP
| o . !
! S ! | Bk O
[Tz <t 1
I (data O)
g
|

o
“E_l_l_

L

§
i
‘i=

Figure 2a: Architecture of the proposed self-timed simultaneous bidirectional interprocessor /O circuit used in the

design of the compact array processor.
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and transition 3, denoted as tp3. also consists of several
delay factors.

t23 can then be expressed as

tn = tc,l + 2t¢‘2 + 2tp (2)

where ‘cizlx is the C—element delay in PE1, t.; is the C—¢le-
ment delay in PE2 (there are two such gates), and t, is the
interprocessor line delay (Request and Ack). As can be
seen, the complete data transfer depends only on the vari-
ous propagation delays in the data path and has no depen-
dence on the local clocks of the two processing elements.

Figure 2b: The time interval between transitions 2 and 3 in the
self-timed interface are seen to be independent of the local
clocks.

III. COMPACT ARRAY PROCESSING

3.1 Conventional WAP

For demonstrating the effectiveness of such a protocol we
consider the matrix multiplication array used in [2]. The
computation element is taken to be a bit-serial multiplier
accumulator [4] with control circuitry. The communica-
tion modules between processors can be made to be eithera
WAP or a self-timed simultaneous bidirectional one. If
such an array is configured as a square array of N x N pro-
cessing elements where A={a;}, B=({b;}, and
C=AxB={g;;} are allN x N matrices and the matrix A con-
sists of columns A; and matrix B of rows Bj, such that the
matrix multiplication can be carried out in N recursions,
then computing
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Figure 3a: The dataflow scheme of a conventional WAP wherein
the result becomes available after 2N-1 computational cycles.
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occurs recursively fork=1,2, ... N.

The result of such a recursion starts becoming available at
the processing elements after N computation cycles,
(where N is the size of the array and consequently the size
of the matrix being operated upon). However, in a
conventional wavefront array processor, since the result
has to travel in the same direction as the input data and on
the same data bus, it is available at the output only after
(2N-1) computation cycles as can be seen in Figure 3a. The
dataflow in such a scheme shows N clock cycles at the
output being unused due to the computations being
performed and another N-1 cycles being unused due to the
output of PE (1,1) travelling across the array and reaching
the rightmost output node.

3.2 Reduced Latency WAP

In case of the Two Wave WAP shown in Figure 3b, though
the configuration of processors is still the same, the
communication network uses the bidirectional protocol
described in section 2. A block diagram of the core
processing module is depicted in Figure 4 while Figure 5
shows a high-level relationship with the self-timed
simultaneous bidirectional 1/O interfaces. In this case,
since the result is being output in the opposite direction
from the input data, the computation result can be made
available at the left ports of the array after N computation
cycles, thus saving (N-1) cycles of latency and effectively
reducing the latency of the array structure by half as can be
seen in Figure 3b.

Figure 3b: The dataflow scheme of a Two Wave WAP wherein
the result becomes available after N computational cycles.

Another advantage of such a communication scheme is that
itmaintains the same number of I/O pins as the convention-
al WAP, therefore effectively doubling the I/O bandwidth.
Each PE can flow its result out in the left direction as soon
as it is ready since the output wavefront, travelling diago-
nally from right to left, is independent of the data wavefront
travelling diagonally from left to right.
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Figure 4: The data—dependent computation module used in a
processing element of the array as shown in Figure 5.

3.3 Area—Efficiency of Reduced Latency WAP

The proposed two wave WAP design is based around the
complex multiplier chip which is an area efficient bit-serial
floating point complex multiplier accumulator [9][10].
This chip has been successfully fabricated and tested. The
bit-serial architecture has resulted in more than 100% area
reduction (the chip was designed in 1.25 micron CMOS
and is 300 mil on a side) over parallel architectures which
perform the same task. The trade—off for this area gain has
been an increase in the computational latency. However the
same bit-serial nature also makes the computational time
of the chip data dependent. Part of the data latency delay is
also regained by the use of the proposed self-timed
simultaneous bidirectional interface.
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Figure 5: The simultaneous selftimed bidirectional commu-
nication is controlled by interface modules and is transparent to
the computational element.

V. CONCLUSION

The use of the same data bus for simultaneous bidirectional
data transfer was shown to effectively double the I/O
efficiency of an interprocessor communication network.
The bidirectional nature of such an interface protocol was
shown to make the input data transfer independent of the
output data transfer in wavefront array processors, thus
decoupling the data and result waves in such architectures.
A compact array matrix multiplier design was described
using a two dimensional array processing structure. A
computation element based on a bit-serial multiplier
accumulator was used with a data dependent computation
time. Such a computation element coupled with a self-
timed interface permits the design of an array where neither
the computation nor the communication speeds are bound
by any clock speeds. It was shown that the latency of such
an array can be reduced by a factor of two by the use of a
bidirectional two wave WAP. The conventional WAP and
the two wave WAP results were validated through behav-
ioral simulations.
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